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Abstract: the Fourth Industrial Revolution represents the latest transformation
of means of production in the history of humanity. These innovations are built upon
preceding technical progress, starting from the creation of the network itself, its evo-
lution from static to social through the introduction of blogs, wikis, and web services,
further enriching it with semantic data to facilitate inter-machine interaction, and
culminating in its current state. This work provides an overview of the most interest-
ing methods and approaches in applying artificial intelligence within Industry 4.0 to

address the optimization of customer relationship management systems.
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TEXHOJIOI'MM UHAYCTPHUMH 4.0: MAIIMHHOE OBYYEHHUE
N YIIPABJIEHUE B3AUMOOTHOIWMEHUAMUA C KIMEHTAMHA

AHHOmMayua: yemeepmas NPOMBIULIEHHAS PeONIoYUs npeocmasiiem cooou
HOCNeO0HIO0 MPAHCHOPMaAyUlo cpeocms Npou3eo0Cmed 6 UCMOPUU Yelo8eyecmad.
Omu uHHOBAYUU OCHOBAHBL HA NPEOUECMBYIOUieM MEXHUUECKOM npozpecce, Ha4uHas

C CO30aHUs camou cemu, ee s60iroyuu om cmamuyeckoul K COl/ﬂ/la]leOIZ uepes eHeo-
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peHue 610208, BUKU U 8eD-CepaUCO8, OabHelue20 0002aeHUs ee CeManmudecKuMu
OAHHBLIMU Ol 00Ne2UeHUST MENCMAUUHHO20 83AUMOOECMBUs U 3aKAHYUBAs ee Mme-
Kywum cocmosanuem. B cmamve npedcmaenen 00630p naubonee uHmepecHvix mMemo-
008 U N0OX0008 8 NPUMEHEHUU UCKYCCMBEHHO20 UHMEeNNeKMa 6 PAMKAX UHOYCIMpUU
4.0 ona pewenus 3a0ay ONMUMU3AYUU CUCEM YIPABIEHUS 83AUMOOMHOUEHUAMU C

Kiauernmamu.

Knroueewvie cnosa: HUnoycmpus 4.0, cmumynupyrowue mexuoiocuu, MauunHoe

ooyuenue, CRM.

Introduction

CRM originated from the idea of relationship marketing and technical database
innovations. Soon after, the digitization of sales processes followed, leading to the
emergence of transactional task automation systems now characterized as CRM.
CRM might have little to do with customers and instead manifests in automating pro-
cesses and sales reporting with an internal focus. This emphasis on organizational as-
pects rather than on customers is one of several key differences between it and its
predecessors, representing a structural aspect in our final structure.

Considering that CRM 1.0, CRM 2.0, and the preliminary conceptualization of
CRM 3.0 result from various innovations underlying the evolution of the Internet
from the late digital to the early informational age, we can assume that the conceptu-
alization of CRM 4.0 will mirror aspects of the Internet. Technology 4.0: those very
technologies we most associate with Industry 4.0. Similar to CRM 3.0, CRM 4.0
could primarily exist as an industry framework, still not fully explored in academic
literature.

General structure and CRM functioning

In this chapter, a general framework for implementing machine learning meth-
ods in data-driven CRM applications is described. The proposed overview aims to fa-
cilitate customer segmentation, market basket analysis, customer-oriented classifica-

tion, and customer-centric forecasting through the use of relevant supervised or unsu-
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pervised machine learning methods. The general Machine Learning framework con-
sists of the following main stages:

- problem formulation;

- data preparation and preprocessing;

- implementation of ML algorithms;

- evaluation of results or models based on one or multiple metrics;

- result interpretation.

Each of these steps will be detailed in the following subsections. Problem for-
mulation, involving defining the objective and understanding domain requirements, is
the initial step in every machine learning application.

The second stage of data preparation and preprocessing involves handling,
cleaning, and transforming raw data, selecting important features, etc., to build and
evaluate models. If a specific problem requires a supervised learning approach, model
construction is a crucial step, forming a predictive model aligned with business re-
quirements. Model evaluation measures the effectiveness of the model. For problems
involving uncovering unknown patterns in data or conducting exploratory analysis
and automatic data structure determination, unsupervised machine learning algo-
rithms are implemented, and the obtained results are interpreted.

As a first step, it's crucial to articulate the problem, setting the direction for sub-
sequent steps. In this context, the goal should align with CRM policies and strategies,
and companies must decide what actions to take to achieve this goal. Subsequently,
an appropriate machine learning method is determined, along with specific algo-
rithms based on the chosen CRM application. For example, a company aiming to pro-
file customers and identify its target group may require customer segmentation, a typ-
ical unsupervised learning problem. For such tasks, cluster analysis is applied, one of
the most popular and widely used machine learning methods in CRM. Finally, one of
the most frequently used clustering algorithms is selected. Another unsupervised

problem for a company might involve discovering combinations of items often found
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together in sales transactions. This is an unsupervised learning problem requiring
market basket analysis using association rule mining.

Other scenarios might involve predicting whether the next online session of a
particular customer will result in a purchase or predicting the number of copies of a
music album that will be sold next month. Both are supervised learning tasks. The
only difference between these two tasks lies in the types of predicted targets. The first
example requires customer-oriented classification, while customer-oriented forecast-
ing suits the second one. Classification methods are used for the first task, while re-
gression methods are suitable for the second.

After articulating the problem and determining the suitable machine learning
technique on this phase, the next step is the understanding and preparing data for ap-
plication. Thus, the first step involves defining the level of data granularity/detail.
The chosen problem plays a vital role in this process. For example, predicting the
number of copies of a music album to be sold next month requires aggregated histori-
cal transaction data of all customers. On the other hand, a customer's past purchase
transactions are necessary for predicting whether the next online purchase will occur.
This type of data includes individual-level data containing information about specific
customer behavior.

The second step involves defining the set of features necessary for applying ma-
chine learning methods. This is related to the problem itself and thus requires some
understanding of which features potentially influence the selected problem. Moreo-
ver, this process varies across different industries and business sectors. One way to
approach this process is seeking input from domain experts. In this sense, CRM ex-
perts can choose an appropriate set of features according to the available data. Anoth-
er way to determine the feature set is reviewing past literature and studying common-
ly used features. In literature, various subsets of features have been used in machine
learning methods for many CRM applications. For example, features of the RFM
model, such as Recency (R), Frequency (F), and Monetary value (M), are effectively

used in customer segmentation applications. Thus, different versions of RFM model
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features are frequently and successfully utilized for understanding and analyzing cus-
tomer behavior characteristics in customer segmentation applications in literature.

Conclusions

The contribution presents a technological perspective of CRM within the context
of digital disruption and technologies underlying the evolution of the Internet: a pro-
cess that has occurred throughout the digital revolution and the second IT revolution
(i.e., the 4th industrial revolution). To develop this viewpoint, we delved into aca-
demic and industry literature to provide an explanation of CRM in comparison to
other breakthrough innovations. Subsequently, we positioned the current state of

CRM within the context of the latest manifestation of the information age.
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